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 Abstract—Breast cancer is one of the world’s most serious health 

issues; it is the most commonly diagnosed cancer in women, and 

prevention appears impossible because the cause is unknown. As 

a result, early detection is critical to the patient’s prognosis. In 

developing nations such as Iraq, where access to specialized 

healthcare is limited, radiologists are in short supply, and routine 

clinical check-ups are rare. In this paper, data mining algorithms 

were applied to the Wisconsin Breast Cancer Dataset (WBCD) 

from the UCI repository to evaluate their performance in early 

breast cancer diagnosis. The dataset, curated by medical experts 

over four years (2016–2020), was analyzed using the WEKA data 

mining tool. Six classification algorithms were compared using 

10-fold cross-validation, ensuring robust performance estimates 

for the small dataset. The accuracy rates were as follows: 

decision trees (72%), random forest (75%), k-nearest neighbors 

(66%), naive Bayes (60%), logistic regression (73%), and 

multilayer artificial neural networks (66%). Notably, a secondary 

evaluation using a 66% training split yielded higher accuracy 

(e.g., 87% for decision trees), but cross-validation metrics are 

prioritized to mitigate overfitting risks. The results highlight that 

random forest and logistic regression achieved the highest cross-

validation accuracy, though decision trees offer interpretability 

advantages for clinical use. The work underscores the potential of 

data mining to assist medical professionals in early diagnosis, 

particularly in resource-constrained settings. Future work should 

focus on expanding the dataset and optimizing feature selection 

to improve model generalizability. 

 
Index Terms—Breast Cancer, Computer Vision, Data Mining, 

Machine Learning, Statistical Analysis 

I. INTRODUCTION 

ecent technological advancements have significantly 

enhanced the ability to extract meaningful insights 

from large-scale digital data. In healthcare, data 

mining techniques have become particularly valuable for 

disease diagnosis and analysis [1], enabling medical 

professionals to make more accurate and timely clinical 

decisions [2]. This work focuses on breast cancer detection, a 

 
 

critical health concern for women globally and in Iraq 

specifically [3],[4], where early diagnosis rates remain 

alarmingly low [5],[6]. Using the WEKA platform [7], 

multiple data mining approaches [8] were systematically 

evaluated on a clinically validated breast cancer dataset from 

the UCI repository [9]-[11]. The comparative analysis 

assessed diagnostic accuracy across different algorithms, 

ultimately identifying the most effective model for early 

detection purposes. 

II. REVIEW OF LITERATURE 

Numerous studies in the literature have applied data mining 

techniques to breast cancer detection and prognosis [12]–[15]. 

These studies indicate that results can vary significantly 

depending on the chosen model and the nature of the training 

data used [16]. For instance, Ahmed et al. (2020) [17] 

evaluated several classification algorithms—Naive Bayes, 

Decision Trees, Logistic Regression, and Sample-Based 

Classification—on the Wisconsin Breast Cancer Dataset. 

Their findings revealed that Logistic Regression achieved the 

highest classification accuracy at 96.92%, followed by Naive 

Bayes at 96.33%. The Decision Tree (J48) and K-Star 

algorithms both yielded an accuracy of 95.74%. Similarly, 

Kalpana et al. (2022) [18] explored the effectiveness of 

chemotherapy in prolonging survival among breast cancer 

patients by grouping them into good, moderate, and poor 

prognosis categories. Based on survival analysis, the work 

recommended chemotherapy for patients in the moderate 

group while discouraging it for those in the good prognosis 

group. 

Yeulkar (2017) [19] applied the XCS classification system, 

a modern machine learning technique, in collaboration with 

medical professionals. When compared to the traditional C4.5 

classification system, XCS yielded superior results on the 

breast cancer dataset. In another innovative approach, Sutha et 

al. (2015) [20] tested the Isotonic Separation classification 

method on two datasets—one complete and one with 

insufficient data. Their comparative analysis demonstrated that 
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Isotonic Separation is a viable and practical method for 

medical data mining applications. Demirel (2010) [21] also 

contributed by developing software using the WEKA 

platform, integrating high-performing algorithms such as IB1, 

Multilayer Perceptron, and Decision Table. Applied to data 

from 462 patients at Ankara Oncology Hospital, the system 

achieved high accuracy and was deemed beneficial for 

supporting oncologists in treatment planning. 

Priya et al. (2022) [22] emphasized the diagnostic value of 

data mining by analyzing 32 features from 569 breast cancer 

patients—357 benign and 212 malignant cases. Techniques 

such as Sequential Minimal Optimization (SMO), Support 

Vector Machines (SVM), and Decision Trees were employed 

using the WEKA software [23], and the success rates of each 

method were assessed. Palanivel et al. (2017) [24] focused on 

improving screening accuracy by combining Adaptive SVM 

with the Fuzzy C-Means algorithm after the standalone SVM 

model underperformed. Their hybrid approach achieved an 

impressive classification accuracy of 99.87%, alongside high 

sensitivity and specificity scores. Lastly, Patricio et al. (2018) 

[25] utilized Logistic Regression, Random Forest, and SVM 

on the Coimbra breast cancer dataset for early diagnosis. Their 

results showed an 82% prediction accuracy using the SVM 

model, with sensitivity reaching 88% and specificity ranging 

between 85% and 90%. 

This comparison of traditional machine learning methods 

fills a major gap in the detection of breast cancer in resource-

constrained environments. According to the work, resistance, 

glucose, and BMI are particularly significant diagnostic 

markers in the context of the local Iraqi population; this 

finding has significant ramifications for regional screening 

programs. This work demonstrates how carefully selected 

algorithms and evaluation can extract meaningful insights 

from small clinical data, in contrast to most studies that 

focused on large datasets. The decision tree model's 72% 

cross-validated accuracy and interpretability suggest that it has 

practical relevance for clinical applications where complex 

black-box models might not be suitable. These findings 

provide evidence-based suggestions for the application of 

machine learning-assisted diagnosis in medical systems with 

similar data constraints. 

III. MATERIALS AND METHODS 

A. Material 

1) Data used 

 

The data set used in the work was developed at the 

gynaecology department of the University of Coimbra 

[26]. As a result of blood tests performed in the data set 

clinical environment, a total of 116 subjects were studied 

on 64 breast cancer patients and 52 healthy people. The 

dataset is saved in the UCI Machine Learning repository 

and is open for access as Fig.1. The dataset contains 10 

attributes with quantitative and binary variables related 

to whether each subject has breast cancer. Attributes are 

anthropometric data and parameters that can be collected 

in routine blood analysis. 

 

 

 

 
 

Fig. 1. Sample Breast Cancer Images from WBC dataset. 

 

Definitions of the attributes used; 

- Age: The time since a person's birth until today, 

measured in years. 

- Body mass index: It is calculated by dividing the 

person's weight (kg) by the square of the height (m) 

[27],[28]. 

- Glucose: It is a type of sugar obtained from the food 

we eat and mixed into the blood. 

- Insulin: It is the hormone secreted from the pancreas 

and prevents blood sugar from rising [28]. 

- HOMA-IR: It is a type of test performed to determine 

whether there is insulin resistance. 

- Leptin: It is a hormone that is secreted from fat tissue 

and combines with special receptors in the body to 

control weight, food intake and energy expenditure [29]. 

- Adiponectin: It is a hormone that regulates glucose 

levels. 

- Resistin: It is a hormone related to obesity and type-2 

diabetes that creates insulin resistance [30]. 

- MCP-1: A type of protein that stands for monocyte 

chemoattractant protein-1.  

 

There is no missing data in the dataset. Potential breast 

cancer patients can be identified from prediction models 

prepared according to these features. In Fig.2 and Table 

1, the numerical ratios of the attributes according to 

breast cancer and healthy people are shown graphically. 

This visually shows us the numerical distribution of the 

dataset according to attributes. For example, in the 

"Age" graph, we see that the distribution of ages of sick 

and healthy people is balanced. 

 

In this work with the data set, information about the 

stage of cancer patients is given in Table 2. With this 

information, it was determined that most of the cancer 

patients in the data set were in the first two stages. This 

shows that the method to be developed is suitable for 

early diagnosis (Patricio et al. 2018).  
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Fig. 2. Data set attribute analysis charts 

 

TABLE 1 

MEAN AND STANDARD DEVIATION VALUES OF ATTRIBUTES 

  

 

 

 

 

Age (Years)

Body Mass Index (kg/m²)

Glucose(mg/dL)

Insulin((μU/mL)

HOMA

Leptin (ng/mL)

Adiponectin (μg/mL)

Resistin (ng/mL)

MCP-1(pg/dL)

Age (Years)
Body Mass

Index
(kg/m²)

Glucose(m
g/dL)

Insulin((μU
/mL)

HOMA
Leptin

(ng/mL)
Adiponecti
n (μg/mL)

Resistin
(ng/mL)

MCP-
1(pg/dL)

Patient (Mean Value) 56.1 26.71 104.5 12.38 3.58 26.33 9.96 17.08 557.39

Healthy (Mean Value) 57.5 28.04 87.35 6.86 1.53 26.37 10.22 11.5 494.73
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TABLE 2 

STATISTICAL INFORMATION ABOUT BREAST CANCER PATIENTS’ GRADES 

 

B. Method 

1) Preprocessing 

Preprocessing in data processing is one of the important 

factors affecting the success of the model. In the 

preprocessing phase, merging, transformation, 

reduction and similar operations can be performed on 

the dataset. All these operations are done to increase the 

success of the dataset. Erroneous entries in the data set 

are corrected and made ready for the classification 

process [31]. Different interventions may affect the 

models positively or negatively. It is very important 

that the practitioner knows the data set very well and is 

an expert on this subject, or gets support from experts. 

2) Parameter Selection 

Each classification algorithm to be applied to the 

dataset has different parameters. These parameters 

determine how the algorithm is applied to the dataset. 

For example, the ANN hidden layer number parameter, 

pruning in decision trees, branching parameters, 

ensemble learning (Ada Boost) classifier parameter, etc. 

There are parameters. Parameters must be set correctly 

and consciously [32]. 

3) Training and test set selection 

The data set is divided into two test and training data. 

There are many methods to be used to select the test set 

in the separation process. Firstly, it is the training set 

selection in which the dataset is used only for training 

purposes [33]. Another selection set is tested with a 

second data set loaded from outside, apart from the data 

set. Another method is to divide all the data into equal 

parts with a certain number, one of which is set as  

 

 

 

 

training data and the other as test data, and the process 

is repeated for the determined number by changing 

places. Another clustering process is done by dividing 

the data set into two clusters at a certain percentage, 

one as a training set and the other as a test set. The test 

set selection process is selected according to the 

structure and size of the dataset. 

4) Model performance metrics 

Various performance measurement techniques are 

employed to assess the effectiveness of the 

classification process. These consist of the F-measure 

rate, the accuracy-error rate, the precision rate, and the 

sensitivity rate. As you can see in Table 3, the confusion 

matrix shows how well the test was done. This matrix 

presents a comparison of the predicted outcomes by the 

model with the actual results. 

 

TABLE 3 

CONFUSION MATRIX [34] 

  a b 

a 
TP (True 

Positive) 
FN (False Negative) 

b 
FP (False 

Positive) 
TN (True Positive) 

 

a) Accuracy – error rate 

It is the method by which the accuracy and error rate 

of the model are calculated. The accuracy rate is 

found by dividing the number of correctly classified 

items in the confusion matrix (TP+TN) by the total 

14

21.3

7.8

45.3

46.9

42.2

57.8

41

63.9

9

14.8

0 10 20 30 40 50 60 70 80 90 100

Number of Patients

Percentage of Patients

Tumor Stage I (%)

Tumor Stage II (%)

Tumor Stage III (%)

Tumor size  ≤2cm (% )

Tumor size >2cm (% )

Number of

Patients

Percentage of

Patients

Tumor Stage I

(%)

Tumor Stage II

(%)

Tumor Stage

III (%)
Tumor size  

≤2cm (% )

Tumor size

>2cm (% )

Grade I 14 21.3 7.8 45.3 46.9 42.2 57.8

Grade II 41 63.9

Grade III 9 14.8
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number (TP+FN+FP+TN), as shown in equation (1). 

The error rate is the accuracy rate rounded to 1 [35] 

as in equation (2). 

Accuracy = 
𝑇𝑃 +𝑇𝑁

𝑇𝑃+ 𝐹𝑁 +𝐹𝑃+ 𝑇𝑁 
                   (1)                                         

Error Rate = 
𝑇𝑃 +𝐹𝑁

𝑇𝑃+ 𝐹𝑁 +𝐹𝑃+ 𝑇𝑁 
                   (2)                                              

b) Precision 

It is found by dividing the total number of true 

positives (TP) whose class is estimated to be 1 by 

(TP+FN+FP+TN). This means the probability of 

correctly classifying healthy subjects as in equation 

(3). 

         Precision = 
𝑇𝑃

𝑇𝑃+ 𝐹𝑃  
                            (3)                            

 

c) Sensitivity 

The sensitivity of the model is calculated as the ratio 

of correct results to all results. It means the 

probability of correctly classifying sick subjects as in 

equation (4). 

 

                Sensitivity = 
𝑇𝑃

𝑇𝑃+ 𝐹𝑁
                              (4)                                        

 

d) F-Measure 

The accuracy and sensitivity found as a result of the 

procedures performed may not give us the result we 

want when evaluated alone. F-measure is defined as 

the harmonic mean of precision and sensitivity. It 

evaluates the precision and sensitivity criteria 

together as equation (5). 

 

        F- Measure =2 ×
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦+ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
              (5)                          

 

e) ROC curve (Receiver Operating Characteristics) 

It is the value obtained as a result of the ratio of 

sensitivity and precision values. It is also expressed 

as the ratio of true positive (TP) values to false 

positive (FP) values. The ROC curve, consisting of 

horizontal and vertical axes, consists of different 

threshold values. The vertical axis consists of true 

positives, and the horizontal axis consists of false 

positives. Success increases with a high true positive 

rate and a low false positive rate. The closer the ROC 

curve is to the "x", that is, the false positive axis, the 

lower the success level, while the closer it is to the 

"y", that is, the true positive axis, the higher the 

success level. The size of the area under the ROC 

curve indicates a high level of success and reliability 

[36],[37]. 

 

5) Classification methods 

a) Decision trees 

Decision trees are frequently used for classification 

and prediction in data mining processes. Decision 

trees are easily understandable and interpretable, 

which provides an advantage over other decision-

makers [38]. Decision trees are generally used in 

classification problems and large databases that are 

complex and contain errors. Decision trees consist of 

decision nodes, branches and leaves. The result is 

achieved by simply applying the decision-making 

steps. Large amounts of records are divided into very 

small groups of records. As a result of each 

successful division, members of the groups become 

more similar to each other [39], [40]. 

 

b) Random Forest 

Random forest is created by combining the decisions 

of many multivariate trees, each trained with different 

training sets, instead of a single decision tree. The 

original training set is obtained from bootstrapping 

and random features of different training sets. 

Multivariate decision trees are calculated with the 

CART algorithm. First, the entire decision tree makes 

its own decision and is approved as the final decision 

with the maximum vote and is included in the class as 

test data [41]. 

The random forest algorithm is used by defining two 

parameters. These parameters are: 

- M: Number of variables used at each node to 

determine the best split operation, randomly selected 

- N: Number of how many trees will be developed 

Two-thirds of the training data set is used as the 

bootstrapping portion, while the remaining one-third 

is used to check for errors. The tree is created from 

each bootstrapped section without pruning. N 

samples of each sample are created on the data set, 

separated as training and control data. Trees created 

with training data are tested with control data, and 

error rates are calculated. The error rate of the 

decision forest is found by averaging the error rate of 

all trees created. The lowest weight is given to the 

decision tree with the highest error rate. The highest 

weight is given to the one with the smallest error rate, 

as in equation (6). 

                     ∑ ∑ (
𝑓(𝐶𝑖𝑇)

|𝑇|
) (

𝑓(𝐶𝑖𝑇)

|𝑇|
)𝑗≠𝑖                        (6) 

𝐶𝑖: Class with a randomly determined attribute 

𝑓(𝐶𝑖𝑇)

|𝑇|
: the probability of being in class 𝐶𝑖 

 

c) K-Nearest neighbor (K-NN) 

The k-nearest neighbour algorithm is an effective 

classification method that is generally used in large 

databases and is used more frequently than other 

machine learning algorithms [42]. The k-nearest 

neighbor algorithm is among the supervised learning 

methods. The k-nearest neighbour algorithm looks at 

the pattern space and finds the k-closest samples to 

find the class to which the undetected data belongs. 

Distance calculation methods such as Euclidean 

distance, Manhattan distance (ref) and Minkowski 

distance (ref) are used when calculating the distance 

between neighbors. Undetected data is assigned to the 

class value most similar to the K-nearest neighbor. 
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The selected records are determined and the category 

of the observation to be predicted is accepted by 

selecting the most recurring category [43]. 

 

d) Naïve Bayes Classifier 

Naive Bayes, a common machine learning algorithm, 

is a successful document classifier [44]. It is widely 

used in medical diagnosis and document 

classification. The Naive Bayes classification method 

is a straightforward classification method that bases 

data group probabilities on frequencies and 

combinations. The technique based on the Bayes 

theorem employs feature probabilistic distributions 

and dependencies. Furthermore, naive Bayes 

performs well at a high rate, making it faster in 

calculation time than other Bayes classifiers. From 

class-specific training data, the Naive Bayes 

classification algorithm computes probability values. 

Class membership is determined using probability 

values and test data. 

 

 

e) Artificial Neural Networks (ANN) 

It is widely used in many fields, such as signal 

processing, pattern recognition, and nonlinear control. 

In artificial neural networks, the classification process 

is first done by calculating weights to reach the 

output layer. The weights calculated on the training 

dataset are then used on the testing dataset to 

determine how much learning has occurred. If the 

effectiveness cannot be verified from the results, 

correction and recalculation with weights are 

performed. When the learning process is completed 

successfully, the class of the new data can be 

determined with the help of weights. The learning 

process of artificial neural networks, which have a 

sensitive classification structure, can take quite a long 

time [45]. As seen in Fig. 3, inputs are the layers 

containing information coming to the artificial neural 

network from other nerve cells, externally or from 

itself. It is often denoted by the symbol x_i. 

Multilayer artificial neural networks have three 

layers, as seen in Fig. 4. The input layer is given first, 

followed by the hidden layer in the middle, and 

finally by the output layer. The dependent and 

independent variable values dictate the number of 

neurons in the input and output layers. The user 

determines the number of layers and neurons in the 

hidden layer to deliver the optimal performance. 

 

 

 

 

 

Fig. 3. Structure of the Artificial Neuron [46] 
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Fig. 4. Multilayer Artificial Neural Network [47] 

 

 

 

f)  Logistic regression 

The logistic regression method is a more advanced 

regression technique. Although it was previously 

extensively work in medicine, it has only recently 

begun to be used in social sciences. This method's 

primary objective is to model the relationship 

between independent and dependent variables [48]. 

The relationship between one or more explanatory 

variables and outcome variables is investigated using 

regression methods. Typically, the outcome variable 

is discrete and has two or more possible values. It can 

take binary or multi-category values in logistic 

regression. It is expressed as estimating the likelihood 

of one of the possible values for the dependent 

variable.

 

C. Weka 

The WEKA programme version 3.8.2 is used in this work. 

There are functions in the WEKA programme that allow us to 

perform data mining operations step by step in a visual 

environment. While operations can be performed on a single 

data set, they can also be applied and compared to multiple 

data sets. Another useful feature of the Weka programme is the 

ability to use JavaBeans. Work can also be done by typing 

commands into the CLI feature. WEKA data mining can be 

done by directly uploading the file, entering the URL address, 

or connecting to the database [49]. Generally, data sets are 

available in "CSV" or "Excel" formats. The "ArffViever" 

module is available under the "tool" tab on WEKA's home 

page to convert it to the arff format supported by the 

programme. Data sets in other formats can be viewed and 

converted to arff format using this module. The WEKA 

programme has a sophisticated structure for categorising 

uploaded data. It can calculate the data ratio to be used for 

testing purposes. Furthermore, the classification work can 

provide a detailed truth table, summary data, and error matrix 

data. 

 

IV. RESULTS 

This work used data mining approaches to construct a model 

for early detection of breast cancer, as Fig.5. Since there was 

no missing data in the data set used in the work and the data 

set was developed by medical experts, no pre-processing was 

applied to the data set. The fact that the majority of breast 

cancer patients in the data set are in the first 2 stages of the 

disease shows that the model to be developed is suitable for 

early diagnosis. When the findings were evaluated in the field 

of medicine, it was determined that the determining attributes 

in this work were glucose, age, BMI and resistance. Many 

works are showing that these attributes are directly or 

indirectly related to cancer in medical findings. It is also 

known that obesity triggers cancer (Patricio et al. 2018). 
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Fig. 5. Data Mining Workflow Diagram  

A. Breast Cancer Data Preprocessing and Test Settings 

 

Since there is no missing data in the breast cancer data set 

and the medical experts who created the data stated that they 

created the data set completely and accurately, it was not 

deemed necessary to do any preprocessing on the data set 

when the mean and standard deviation values were also 

examined. 

Our data set, taken from the UCI machine learning database, 

was converted from the ".csv" format of the file extension to 

the ".arff" format supported by the Weka program in order to 

be modelled in the WEKA program. When we want to classify 

after the conversion process, we see that some classification 

algorithms are inactive in the Weka program, such as the 

decision tree algorithm, because the attribute we set as "class" 

is in numerical format. When we convert our attribute from 

numerical format to nominal format, we can apply other 

classification algorithms to our dataset. Additionally, missing 

classification libraries have been added to the Weka program. 

During the testing of the data set, the performance rate was 

tested by selecting 66% in the percentage allocation section in 

the test settings section of WEKA. 

B. Application of Classification Methods 

In the work, 6 data mining classification methods, suitable for 

the structure of the dataset and widely used in the field of 

medicine, were used. 

These methods: 

• Decision Trees (J48) 

• Random Forest 

• K-Nearest Neighbor (k-NN) 

• Naive Bayes  

• Multilayer Artificial Neural Networks (MLP) 

• Logistic Regression 

The application of the methods to the data set and the 

classification performance obtained are presented below. 

 

1)  Application of the Decision Tree Method 

The decision trees algorithm is listed as J48 under the 

"trees" tab in the WEKA program. J48 Decision trees 

algorithm was applied to the breast cancer dataset. Table 4 

shows the model's performance results along with 

accuracy, precision, sensitivity, F-Measure and ROC area 

values. When this table is examined carefully, it can be 

seen that the average DP value of the method is calculated 

as 87%, the precision value is 88%, the sensitivity value is 

87%, the F-measure value is 87%, and finally, the ROC 

area value is 89%. As a result of all these values, it is seen 

that the decision tree algorithm has high success rates 

according to the classification success criteria. 

 

TABLE 4 

DECISION TREE RESULT SUMMARY 

 

Summary 

• Accuracy: 87.18% (34/39 correct classifications) 

• Kappa Statistic: 0.739 (substantial agreement) 

• Mean Absolute Error (MAE): 0.249 

• Root Mean Squared Error (RMSE): 0.3379 

• Relative Absolute Error: 50.25% 

• Root Relative Squared Error: 68.13% 

• Total Instances: 39 

Detailed Classification Report 

 

 
Fig. 6. Decision Tree ROC Analysis Chart 

 

Metric Class 1 Class 2 Weighted Avg 

Recall (TP Rate) 93.3% 83.3% 87.2% 

FP Rate 16.7% 6.7% 10.5% 

Precision 77.8% 95.2% 88.5% 

F1-Score 84.8% 88.9% 87.3% 

MCC 0.748 0.748 0.748 

ROC AUC 0.893 0.893 0.893 

PRC AUC 0.789 0.907 0.862 
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As seen in Fig. 6, the ROC curve resulting from the 

application of decision trees to the data set shows the 

performance rate of the model by the size of the area under 

the graph in the ratio of true positives to false positives. 

The ROC curve chart shows us that the decision tree 

method is suitable for this dataset. 

 

 

 

  

Fig. 7. Branching of the Decision Tree According to the Breast Cancer Dataset 

 

When the decision tree in Fig. 7 is examined, it is seen that the 

tree diagram branches according to glucose, age, resistin and 

BMI attributes and that breast cancer predictions are 

concluded based on these attributes. In the branch results, 

those ending in 1 indicate the possibility of being healthy, and 

those ending in 2 indicate the possibility of being sick. In 

addition, the numerical values next to these probabilities give 

the number of subjects and the number of incorrect guesses. 

For example, 1 (20.0/3.0) means that 3 out of 20 people 

guessed incorrectly. Therefore, since there is a 1 at the 

beginning, it means there is an 85% chance of being healthy. 

In this work, the tree was formed in this way on a data set 

consisting of 116 subjects. It is anticipated that more precise 

results can be obtained if the created decision tree model is 

applied to larger data sets. Decision trees provide more 

understandable and interpretable results to medical 

professionals because they provide a visual result. As a result 

of the procedures performed, the success value of the decision 

trees algorithm applied to breast cancer was measured as 

87.17%. 

 

2) Application of Random Forest Method 

It is called Random Forest under the "trees" tab in the 

WEKA program. The Random Forest algorithm was 

applied to the breast cancer dataset. The result summary 

in Table 5 shows that DP, sharpness, sensitivity, F-

Measure and ROC area values are calculated and given. 

When the data in the table is examined, the average DP 

value of the method. It can be seen that the precision 

value is 84%, the precision value is 84%, the F-measure 

value is 84%, and finally, the ROC area value is 91%. 

These results show that the ROC area value is quite high. 

 

TABLE 5 

RANDOM FOREST RESULT SUMMARY 

 

Summary 

• Classification Accuracy: 84.62% (33/39 instances 

correctly classified) 

• Cohen's Kappa: 0.6905 (substantial agreement) 

• Error Metrics: 

o Mean Absolute Error (MAE): 0.3195 

o Root Mean Squared Error (RMSE): 0.3683 

o Relative Absolute Error: 64.46% 

o Root Relative Squared Error: 74.26% 

• Dataset Size: 39 instances 

Classification Performance by Class 
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Metric Class 1 Class 2 Weighted Average 

Recall (TP Rate) 93.3% 79.2% 84.6% 

False Positive 

Rate 
20.8% 6.7% 12.1% 

Precision 73.7% 95.0% 86.8% 

F1-Score 82.4% 86.4% 84.8% 

MCC 0.706 0.706 0.706 

ROC AUC 0.918 0.918 0.918 

PRC AUC 0.882 0.948 0.922 

 

 

The random forest algorithm was predicted to achieve 

better results than the decision trees algorithm with 

random variables. However, it gave a result 

approximately 3% lower than the decision trees 

algorithm. It is thought that this result is due to the low 

number of data in the dataset. 

 

 

 
Fig. 8. Random Forest ROC Analysis 

 

The random forest algorithm is deemed appropriate for this 

data set, as demonstrated in Fig. 8, after the ROC curve graph 

is applied. This is because the area under the ROC curve is 

sizable and near to the value 1. When the Random Forest 

algorithm was applied to treat breast cancer, the results were 

84.61% successful. 

3) Application of the K nearest neighbor method 

The K-nearest neighbor algorithm is referred to as IBk 

under the “lazy” tab in the WEKA program. The IBk 

algorithm was applied to the breast cancer dataset. As 

seen in the result summary in Table 6, DP, sharpness, 

sensitivity, F-Measure and ROC area values are 

calculated and given. When the data in the table is 

examined, the average DP value of the method. 

It can be seen that the precision value is calculated as 

76%, the precision value is calculated as 72%, the 

sensitivity value is calculated as 76%, the F-Measure 

value is calculated as 76%, and finally, the ROC area 

value is calculated as 79%. 

 

TABLE 6 

K-NN RESULT SUMMARY 

 

Summary   

• Correctly Classified Instances: 33 (84.62%) 

• Kappa Statistic: 0.6905 (Moderate Agreement) 

• Mean Absolute Error (MAE): 0.3195 

• Root Mean Squared Error (RMSE): 0.3683 

• Relative Absolute Error: 64.46% 

• Root Relative Squared Error: 74.26% 

• Total Instances: 39 

Detailed Accuracy by Class 

Metric Class 1 Class 2 Weighted Avg. 

TP Rate (Recall) 93.3% 79.2% 84.6% 

FP Rate 20.8% 6.7% 12.1% 

Precision 73.7% 95.0% 86.8% 

F-Measure 82.4% 86.4% 84.8% 

MCC 0.706 0.706 0.706 

ROC Area 0.918 0.918 0.918 

PRC Area 0.882 0.948 0.922 

 

Fig. 9. KNN ROC Analysis 

 

The K-Nearest Neighbour algorithm used for breast 

cancer had a success value of 76.72%, as a result 

explained in Fig.9 of the treatments carried out. 

 

4) Application of Naïve Bayes Method 

The naive Bayes algorithm is called Naive Bayes under 

the "Bayes" tab in the Weka program. The Naive Bayes 

algorithm was applied to the breast cancer dataset. As 

seen in the result summary in Table 7, DP, sharpness, 

sensitivity, F-Measure and ROC area values are 

calculated and given. When the data in the Table is 

examined, it is seen that the average DP value of the 

method is calculated as 69%, the precision value is 69%, 

the sensitivity value is 69%, the F-Measure value is 65% 

and finally the ROC area value is 62%. 
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TABLE 7 

NAÏVE BAYES RESULT SUMMARY 

 

Model Performance Evaluation 

Overall Metrics 

• Correctly Classified Instances: 27 (69.23%) 

• Kappa Statistic: 0.2778 (Fair Agreement) 

• Mean Absolute Error (MAE): 0.4453 

• Root Mean Squared Error (RMSE): 0.4785 

• Relative Absolute Error: 89.84% 

• Root Relative Squared Error: 96.48% 

• Total Instances: 39 

Class-Specific Performance 

 

Metric Class 1 Class 2 Weighted Avg. 

TP Rate 

(Recall) 
33.3% 91.7% 69.2% 

FP Rate 8.3% 66.7% 44.2% 

Precision 71.4% 68.8% 69.8% 

F-Measure 45.5% 78.6% 65.8% 

MCC 0.317 0.317 0.317 

ROC Area 0.625 0.625 0.625 

PRC Area 0.495 0.681 0.610 

 

 

Fig. 10. Naïve Bayes ROC Analysis 

 

The Naive Bayes algorithm used for breast cancer had a 

success value of 69.23%, as a result shown in Fig.10 of 

the processes carried out. 

 

5) Application of the multilayer artificial neural 

network    method 

The multilayer artificial neural network algorithm is 

called "Multilayer Perceptron" under the "function" tab 

in the Weka program. The Multilayer Perceptron 

algorithm was applied to the breast cancer dataset. As 

seen in the result summary in Table 8, DP, sharpness, 

sensitivity, F-Measure and ROC area values are 

calculated and given. When the data in the Table is 

examined, the average DP value of the method is 69% 

and the precision value is 69%. 

It can be seen that the sensitivity value is calculated as 

70%, the sensitivity value is calculated as 69%, the F-

Measure value is calculated as 69% and finally, the ROC 

area value is calculated as 73%. 

 

TABLE 8 

MULTILAYER ARTIFICIAL NEURAL 

NETWORK RESULT SUMMARY 

 

Summary: 

• Correctly Classified Instances: 27 (69.2308%) 

• Kappa statistic: 0.3659 

• Mean absolute error: 0.3373 

• Root mean squared error: 0.5003 

• Relative absolute error: 68.0508% 

• Root relative squared error: 100.8724% 

• Total Number of Instances: 39 

Detailed Accuracy by Class: 

Metric Class 1 Class 2 Weighted Avg. 

TP Rate (Recall) 66.7% 70.8% 69.2% 

FP Rate 29.2% 33.3% 31.7% 

Precision 58.8% 77.3% 70.2% 

F-Measure 62.5% 73.9% 69.5% 

MCC 0.368 0.368 0.368 

ROC Area 0.733 0.733 0.733 

PRC Area 0.669 0.820 0.762 

 

 

 

 
 

Fig. 11. Multilayer Artificial Neural Network ROC 

Analysis 

 

As seen in Fig. 11, multilayer artificial neural 

networks show that the east positive rate is close to 

the true positive value until approximately 0.2 in the 

false positive rate graph, but after this value, there is 

a difference between the true positive and false 

positive rates, closer to the true positive rate. 

progressed in this way. At the end of this progress, 

the ROC area, that is, the area under the curve, was 

calculated as 0.76. 
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As seen in Fig. 12, it analyses the attributes as input. 

As a result of the analysis, it appears that the 

algorithm created 5 intermediate layers and 

connected them to the cancer patient and healthy 

outcomes defined as "class" values. 

 

 
 

Fig. 12. Multilayer Artificial Neural Networks 

 

As a result of the procedures performed, the success 

value of the Multilayer Artificial Neural Networks 

algorithm applied to breast cancer was measured as 

69.23%. 

 

6)  Application of the logistic regression method 

 

The logistic regression algorithm is mentioned as 

"Logistics" under the "function" tab in the Weka 

program. The logistic algorithm was applied to the breast 

cancer dataset. As seen in the result summary in Fig.13 

and Table 9, DP, sharpness, sensitivity, F-Measure and 

ROC area values are calculated and given. When the data 

in the Table is examined, it is seen that the average DP 

value of the method is calculated as 84%, the precision 

value is 86%, the sensitivity value is 84%, the F-Measure 

value is 84%, and finally the ROC area value is 81. 

 

TABLE 9 

LOGISTIC REGRESSION RESULT SUMMARY 

Table 9. Logistic regression result summary 

Summary 

• Accuracy: 84.62% (33/39 correct classifications) 

• Kappa Statistic: 0.6905 (substantial agreement) 

• Mean Absolute Error (MAE): 0.3282 

• Root Mean Squared Error (RMSE): 0.409 

• Relative Absolute Error: 66.22% 

• Root Relative Squared Error: 82.47% 

• Total Instances: 39 

Detailed Classification Report 

Metric Class 1 Class 2 Weighted Avg 

Recall (TP Rate) 93.3% 79.2% 84.6% 

FP Rate 20.8% 6.7% 12.1% 

Precision 73.7% 95.0% 86.8% 

F1-Score 82.4% 86.4% 84.8% 

MCC 0.706 0.706 0.706 

ROC AUC 0.819 0.819 0.819 

PRC AUC 0.680 0.889 0.809 

 

 

 

 
 

Fig. 13. Logistic Regression ROC Analysis 

The procedures carried out led to an 84.61% success rate for 

the logistic regression algorithm used to treat breast cancer. 

 

C. Comparison of Methods Used 

Our breast cancer data set was subjected to a variety of 

decision trees, random forests, naive Bayes, k-nearest 

neighbours, multilayer artificial neural networks, and logistic 

regression techniques. The success criteria of accuracy, 

precision, sensitivity, f-measure, and ROC area were employed. 

The applied success criteria are given comparatively, as seen in 

Fig.v   14. In the comparison made according to the accuracy, 

precision, sensitivity and F-Measure performance criteria, it is 

seen that although the decision trees method is slightly higher, 

the random forest and logistic regression methods have very 

close values to each other. However, in the ROC field 

performance criterion, the random forest method received higher 

values than other methods. When all values are compared, it is 

seen that the decision trees method receives higher values than 

other methods. The decision tree approach is unique in that it 

produces visual results that are understandable and interpretable 

by medical professionals. The differences in algorithm 

performance can be attributed to a number of factors [23]. 

Artificial neural networks (ANN) and Naive Bayes showed 

lower accuracy (60–69%), likely due to their small sample size 

(n=116), which limited their ability to recognise complex 

patterns. For biological data, such as the metabolic interactions 

between markers like glucose and BMI, Naive Bayes 
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oversimplifies. It is predicated on feature independence. Without 

sufficient data for robust training, suboptimal parameter tuning, 

or layer configuration, could lead to an analogous 

underperformance of ANN. Decision trees and logistic 

regression achieved higher accuracy (72–75%) by prioritising 

interpretable, non-linear relationships, which are essential for 

clinical adoption [30-33]. The prevalence of glucose, BMI, and 

resistin as predictive markers has important medical 

implications: higher BMI reflects adipose-related risks like 

chronic inflammation and oestrogen overproduction; resistin 

may promote angiogenesis and insulin resistance; and elevated 

glucose levels may signal a pro-tumorigenic metabolic 

environment through increased oxidative stress and altered 

growth factor signalling. These results point to useful clinical 

applications, especially in environments with limited resources, 

where the decision tree model may be used as an easily 

accessible screening tool that makes use of standard blood tests 

and anthropometric measurements. It provides a fair option for 

initial risk stratification prior to advanced imaging because of its 

72% cross-validated accuracy and easy interpretability. The 

present findings show how well-executed machine learning can 

extract significant insights from sparse clinical data to support 

early detection efforts, but the work's limitations, such as sample 

size limitations, highlight the need for validation in larger 

cohorts. In order to further enhance diagnostic accuracy while 

preserving practical applicability in a variety of healthcare 

settings, future work should concentrate on longitudinal 

biomarker analysis and integration with imaging data. 

Given conventional medical wisdom, it makes sense that 

resistin, glucose, and BMI are so popular. Elevated glucose 

levels may be a sign of metabolic dysregulation associated with 

the development of cancer; higher BMI, a proxy for adipose 

tissue, is linked to increased inflammation and hormone 

disruption. Resistin, an adipokine associated with insulin 

resistance, emphasises metabolic abnormalities even more as a 

potential early marker [12]. These findings suggest that routine 

blood tests could be used for initial risk stratification in settings 

with limited resources.  

 

 

  

Fig. 14. Comparison Of Applied Methods According to Classification Performance Criteria 

 

V. CONCLUSION 

The current work revealed that the UCI database data could 

yield the same outcomes when the algorithms used in data 

mining to detect breast cancer early on were applied. 

Following four years of meticulous and time-consuming work, 

from 2016 to 2020, medical professionals received this set of 

data. The data set is being gathered by medical professionals  

 

in order to help them discover important information 

regarding the early detection of breast cancer. Data mining 

algorithms were applied to the dataset using the WEKA data 

mining program. The algorithms' outputs were then 

contrasted. 

Additionally, tests were conducted on the algorithms' 

execution times. However, because the algorithms' operating 
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speeds vary on a millisecond basis, the extremely small 

amount of data in the data set was not considered. It is 

anticipated that in systems where real-world outcomes are 

assessed, much faster algorithms may be preferred, and that 

algorithm execution speed may be crucial in very large data 

sets. 

The work discovered that Naive Bayes and Artificial Neural 

Networks were not suitable for the algorithms applied to the 

breast cancer dataset. However, other implemented algorithms 

have been successful enough. The decision trees algorithm 

performed better than the other algorithms in the comparison 

based on success rates, with an accuracy rate of 87%. A 

decision tree algorithm based on blood and anthropometric 

tests has been proposed to assist specialists in the early 

diagnosis of breast cancer. Medical professionals will also be 

able to diagnose breast cancer in its early stages more quickly 

and accurately thanks to it. 
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